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Abstract: In this paper the procedure of creating bathymetric maps using techniques of 

multispectral bathymetry was investigated. High resolution IKONOS -2 imagery data and 

the Lyzenga linear bathymetry model were used. For the calibration of the depth model the 

multispectral image information was integrated with available echo sounding data. Prior to 

the model’s calibration the glint correction according to Hedley’s method and a crude at-

mospheric correction based on the "dark pixel subtraction" over the sea area took place. 

The existence of sea grass in a part of the study area influenced the relationship between 

water reflectance and depth. Therefore, the study area was divided into three different parts 

and the bathymetric model was applied in: (a) an area with sea grass, (b) a sandy area and 

(c) a mixed area. The corresponding calibrated models were used to give a depth value to 

each pixel in every subarea. This way, a depth surface for every part was formed and the 

corresponding depth contours were drawn. For the removal of noise in the produced depths, 

and the final form of the contours, low pass spatial filtering techniques for raster data and 

line smoothing techniques for vector data were applied. The purpose of this study was on 

the one hand the exploitation of the multispectral bathymetry techniques in order digital 

depth contour maps to be created and on the other hand the locating of problems and factors 

that import uncertainty in the various steps of the procedure. 
 
 
1. Introduction 

Accurate bathymetric measurements are considered of fundamental importance 
towards monitoring sea bottom and producing nautical charts in support of marine 
navigation (Stumpf et al., 2003, Su et al., 2008). Until recently, bathymetric sur-
veying of shallow sea water has been mainly based on conventional ship-borne 
echo sounding operations. However, this technique demands cost and time, particu-
larly in shallow waters, where a dense network of measured points is required. The 
last decades remotely sensed data have provided a cost- and time-effective solution 
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to sufficiently accurate depth estimation (Lyzenga, 1985, Stumpf et al., 2003, Su et 
al., 2008). The initial attempts for automatic estimation of water depth were based 
on the combination of aerial multispectral data and radiometric techniques 
(Lyzenga, 1978). With the advent of Landsat images, the methods of monitoring 
sea floor were increased, so as to be efficiently applied on optical satellite images 
(Lyzenga, 1981, Spitzer and Dirks, 1987, Philpot, 1989, Van Hengel and Spitzer, 
1991). In the following years, the advance of remote sensing technology expanded 
the use of these methodologies to data with improved spatial and spectral resolu-
tion, i.e. Ikonos (Stumpf et al., 2003, Mishra et al. 2007, Su et al., 2008), Quickbird 
(Lyons et al., 2011) and Worldview-2 data (Kerr, 2010, Bramante et al., 2010, 
Doxani et al., 2012). A wide variety of empirical models has been proposed and 
evaluated for bathymetric estimations by establishing the statistical relationship 
between image pixel values and field measured water depth values. The most 
popular approach was proposed by Lyzenga (1978, 1981, 1985) and was based on 
the fact that the bottom-reflected reflectance is approximately a linear function of 
the bottom reflectance and an exponential function of the water depth. The main 
hindrances while applying these processes are reflectance penetration and water 
turbidity (Su et al., 2008). The implementation and the accuracy of this process is 
also impeded by the appearance of glint as well as clouds, the prevailing atmos-
pheric conditions and the existence of various kinds of spectral noise. The result of 
the multispectral bathymetry is a raster surface of depths that needs a further elabo-
ration towards the creation of bathymetry contours. As shown in the following 
paragraphs low pass filtering techniques have to be applied to clear the "carto-
graphic" noise that is due to image resolution and/or the factors mentioned above. 
The purpose of this study is on the one hand the description of a procedure that 
starts from multispectral bathymetry techniques and ends with the forming of reli-
able digital depth contours and on the other hand the locating of problems and fac-
tors that import uncertainty in the various steps of this procedure. For the imple-
mentation of this study the IBM SPSS Statistics 19.0, the IMAGINE ERDAS 9.2 
and ArcGIS 9.3.1 software packages were used.  
 
 
2. Imagery data and study area 

The depth estimation concerns the coastal area of Nea Michaniona, Thessaloniki, 
in the northern part of Greece. The sea bottom changes very smoothly and the wa-
ter is clear (Hatzigaki et al., 2000). The shallower parts are covered with dense sea 
grass while the deeper area is sandy (Figure 1).  
The four bands of Ikonos-2 multispectral image (blue, green, red, near infrared) 
with spatial resolution of 1m and acquisition date the 1st of September 2007 in-
volved in this study. From now on the four bands of the image will be called band 
1(blue), band 2 (green), band 3 (red) and band 4 (NIR).The available data were  
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Figure 1. (a) location of the study area in the whole of Greece and the �ea Michaniona 

area, (b) location of the study area (red frame) in the whole of Ikonos-2 image 

(R:4, G:3, B:2) (c) the actual study area (blue frame) where the land has been 

cut off (R:4, G:3, B:2).  

 
geo-referenced to UTM (zone 34) system and WGS84 (see e.g. Fotiou and Pikri-
das, 2006). As it can be easily seen in Figure 1b, there is evident cloudiness in the 
wider area of interest but not in the actual study area (Figure 1c) where however 
there is significant radiometric stripe noise as well as sun glint. The noise was not 
corrected since its correction could become a considerable factor of uncertainty in 
the calibration of the bathymetry model and a thorough study would be needed in 
order the correction method would not create adverse changes in the reflectance. 
Therefore the stripe noise remained and its effect on the model's calibration was 
just observed. It is of course understandable, that in order an image to be used for 
bathymetric applications it must be chosen with high caution so that the sea area is 
absolutely free of such noise. According to the above, the preparation of the image 
related only to the glint removal and to atmospheric correction, which is also nec-
essary in preparing of the image. For a more accurate atmospheric correction and 
removal of the glint, only the sea was kept and the land was cut off (Figure 3c).  
The linear bathymetry model was calibrated using echo sounding data in UTM 
(zone 34) and WGS84. The survey of the bottom was accomplished through meas-
urements of depths from 3.5 m to 15.0 m and GPS corresponding horizontal posi-
tions on a calm sea surface. The internal accuracy of depth measurements reached 
the 10 cm. (Hatzigaki et al., 2000).  
 
 
3. Sun glint correction 

Hedley et al. (2005) introduced a simplified and robust methodology for the sun 
glint correction. The suggestion was the use of one or more samples of the image. 
The image processing for glint correction involves a linear regression analysis be-
tween the sample pixels of every visible band (y-axis) and the corresponding pixels 
of band 4 (x-axis). This method is usually applied after atmospheric correction, but 
if the atmospheric conditions are considered uniform all over the study area it can 
be used at first.   
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Τhe image pixels are corrected according to the following equation: 

 '

NIR NIRi i i
R R b (R Min )= − −  (1) 

where  '

i
R  = the corrected pixel value, Ri = the initial pixel value, bi = the regres-

sion line slope , RNIR = the corresponding pixel value in band 4 and MinNIR = the 
minimum value of band 4 existing in the sample.   
The methodology was implemented for 7500 sample pixels (Doxani et al., 2013). 
The sample positions are depicted in Figure 2a.  
 

 

Figure 2. The study area (R:4, G:3, B:2) (a) before the removal of glint. The places of the 

image samples are depicted (red circles), (b) after the removal of glint  

 
 
4. Atmospheric correction and calibration of the Lyzenga model 

4.1. Atmospheric correction 

There is a wide variety of methods for atmospheric correction above the sea sur-
face. However, they usually require some input parameters concerning atmospheric 
and sea water conditions that are difficult to be obtained (Kerr, 2010). For this rea-
son the simplified method of dark pixel subtraction is usually preferred for this 
kind of application (Benny and Dawson, 1983, Green et al., 2000, Mishra et al., 
2007). The atmospherically corrected pixel value Rac is then:  

 Rac = Ri – Rdp  (2) 

where Ri = the initial pixel value  Rdp = the dark pixel value  
According to Benny and Dawson (1983) the dark pixel value subtraction is valid if 
the atmospheric behaviour is constant for the whole study area. The disadvantage 
of this crude method is the fact that the dark pixel value can be determined in vari-
ous ways (e.g. Lyzenga, 1981, Benny and Dawson, 1983, Green et al., 2000, Ed-
wards, 2010) that result in different correction values. An unsuccessful determina-
tion of Rdp may affect the depth estimation (Stumpf et al., 2003). An additional 
drawback appears in cases where the bottom reflectance is lower than the dark 
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pixel value, for instance when the bottom is covered with sea grass, and the differ-
ence in equation (2) becomes negative. Consequently equation (3) in §4.2 cannot 
be satisfied.   
The atmospheric correction through the subtraction of the dark pixel value fol-
lowed the glint correction. In order to avoid negative differences between the im-
age pixels and the dark pixel value, the histogramme of every band was examined 
and a cut-off at its lower end was spotted. The value corresponding to this cut-off 
was considered as the dark pixel value (Benny and Dawson, 1983, Hatzigaki et al., 
2000, Doxani et al, 2012). An Rdp value was defined for every band.  
 
4.2. The Lyzenga bathymetry model 

Lyzenga (1978) described the relationship between an observed reflectance Rw and 
the corresponding water depth z and bottom reflectance Ad as:  

 Rw = (Ad – Rw) exp(–gz) + Rdp  (3) 

where Rdp = dark pixel value,  g = a function of the attenuation coefficients.   
Rearranging equation (3) depth z can be described as (Stumpf et al., 2003):  

 z = g–1[ln(Ad – Rw) – ln(Rw – Rdp)]  (4) 

where  (Rw – Rdp) >= 0   
This single band method for depth estimation assumes that the bottom is homoge-
neous and the water quality is uniform for the whole study area. Lyzenga (1978, 
1985) showed that using two bands could correct the errors coming from different 
bottom types provided that the ratio of the bottom reflectance between the two 
bands for all bottom types is constant over the scene. The proposed model is 
(Lyzenga, 1985):  

 z = a0 + ai ln(Raci) + aj ln(Racj)  (5) 

where  a0, ai, aj  are coefficients determined through multiple regression and Raci 
and  Racj  are the corrected from atmospheric effects reflectance values.  
Lyzenga et al. (2006) proved that the N-band model 

 
N

0 i i

i=1

z=a + a ln(Rac )∑   (6) 

although derived under the assumption that the water optical properties are uniform 
(Lyzenga 1978, 1985) gives depths that are not influenced by variations in water 
properties and/or bottom reflectance. This means that the more the available bands 
are, the better the depth estimation. According to Bramante et al. (2010) imagery 
data with multiplicity of bands, should produce better results over heterogeneous 
study areas. During the last three decades several bathymetry applications were 
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accomplished based on the above model. Two or more bands of low or high resolu-
tion passive images were tested in an effort to remove errors due to bottom and/or 
water quality differences producing quite satisfying results (Lyzenga, 1985; van 
Hengel and Spietzer, 1988, Papadopoulou and Tsakiri-Strati, 1998, Hatzigaki et al., 
2000, Stumpf et al., 2003, Lyzenga, 2006, Bramante et al., 2010, Lyons et al., 
2011). 
 
4.3. Calibration of the bathymetric model 

Taking as dependent variable the depth of each known point in the whole of the 
study area and as independent variables the corresponding natural logarithm of the 
corrected radiation for each band, a stepwise regression (e.g. Lafazani, 2003) was 
performed twice, in order the statistical indices of the regression to be ameliorated. 
Indicatively, the best R2 was equal to 0.542, a non-acceptable value and the 
Durbin-Watson index was a little more improved with the second regression reach-
ing the value 0.909. Further regressions gave similar statistical results (Mavridou, 
2013). Moreover, the scatter plots (Figure 3) between the depth and each of the 
natural logarithms of the corrected bands show that there is no obvious linear rela-
tionship between the dependent and independent variables. Despite what was said 
in §4.2, about the multiplicity of bands that contributes to overcoming the problem 
of heterogeneous bottom types, the calibration of linear model in the whole of the 
study area was not statistically proper. Thus, it was decided, just as in Doxani et al.,  
 

 

Figure 3. Scatter plots between (a) depth and ln(Rac2) b) depth and and ln(Rac1) (c) depth 

and ln(Rac3) 

 

Figure 4. The three study subareas. The red frame encloses the sandy area with deep wa-

ter, the blue frame encloses the mixed area and the magenta frame encloses the 

area that is covered with sea grass 
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2012, the study area to be divided into three different sub-regions with uniform or 
almost uniform bottom and the linear model to be calibrated separately for each 
region The three areas are the sea grass area with the shallower waters, the sandy 
area with the deeper waters and the mixed area with intermediate depths (Figure 4). 
 
4.3.1 Calibration of bathymetric model in the sea grass area 

The process of regression to calibrate the model was repeated five times. After se-
quential statistical tests and the removal of leverages the final model (7) is given by 
the following equations with R2 = 0.728 and Durbin-Watson 1.535 (Mavridou, 
2013)  

 
1 2

Ŷ 13,327 ln(Rac ) 5.203 ln(Rac ) 16.085= − × + × +   (7) 

where Ŷ is the predicted depth and 
1 2

 Rac , Rac  are the corrected from atmos-

pheric effects reflectance values in band 1 and band 2.  
In this model only bands 1 and 2 participated. The evaluation of the model was per-
formed with control points of known depth, whose predicted values were calcu-
lated according to (7). In the beginning, using the points of the calibration of the 
model the graph of Figure 5 was created as follows (Doxani et al., 2012, Mavridou, 
2013):  
 

 

Figure 5. The graphic expression of confidence zone. The blue lines represent the limits of 

the confidence interval. 

 
The line that has the best fit to the data was calculated. This line is expressed by the 
equation: 

 Ŷ 1.094 0.728Y= − +   (8) 

where Υ̂  is the predicted depth and  Υ  is the measured depth. After that, the (9) 
and (10) that define the limits of the zone of 95% confidence, were graphically cal-
culated parallel to the line (8). 

 
1

upper limit: Υ = 1.094 0.728Y 1.10 − + +  (9) 
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2

lower limit: Υ 1.094 0.728 1.10 = − + Υ −  (10) 

For every control point the variables Υ1 και Υ2 were calculated according to (9) 

and (10) where 
pred

ˆY Y=  that is the predicted depth value of the control point.  
 
Actually, variables Y1 and Y2 represent the limits of the confidence interval for the 
depth value calculated by the regression.   
The evaluation of the model was made by comparing the measured depth values οf 
control points to variables Y1 and Y2. Acceptable are the control points that satisfy 
the following inequality: 

 
2 1

Υ measured depth <Υ<   (11) 

Οnly 26,40% of the control points were found outside the confidence interval. For 
the other points within the confidence interval, a 42% introduced difference be-
tween the measured and the estimated depth less than 0.5m. The calibration of the 
model was considered satisfactory. 

 
4.3.2 Calibration of bathymetric model in the sandy area 

The same methodology was followed for the calibration of the model in this area. 
Nine stepwise regressions took place and after sequential statistical tests and the 
removal of leverages the calibrated model resulted as described by (12) with R2 
0.565 and Durbin-Watson 1,207 (Mavridou, 2013). The values of these indices are 
not considered satisfactory but the continuation of the procedure and the removal 
of more leverages did not improve them.  

 
2 3

Ŷ 24,583 ln(Rac ) 2,231 ln(Rac ) 53,494= × − × −  (12) 

where Ŷ is the predicted depth and 
2 3

 Rac , Rac  are the corrected reflectance val-

ues in band 2 and band 3.  
In this model only bands 2 and 3 participated. The evaluation of the model was per-
formed with control points of known depth, whose predicted values were calcu-
lated according to (12). The methodology described in the previous paragraph was 
followed. A 22.5% of the control points where outside the 95% confidence interval 
of the model. However, only a 21% of the points inside the confidence interval in-
troduced a difference between measured and predicted depth less than 0.5m. The 
calibration was not considered satisfactory.  

 
4.3.3 Calibration of bathymetric model in the mixed area 

Four stepwise regressions took place and after sequential statistical tests and the 
removal of leverages the calibrated model resulted as described by (13) with R2 
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0.743 and Durbin-Watson 1,733 (Mavridou, 2013). In this area only band 2 partici-
pated.  

 
2

Ŷ 5,528 ln(Rac ) 15,542= × −  (13) 

where Ŷ is the predicted depth and 
2

Rac  is the corrected reflectance in band 2 
 
Because the final model (13) consists of the dependent variable and only one inde-
pendent, the evaluation was made directly from (13). The absolute differences be-
tween predicted and measured depths ranged from 0.03 to 2,66 m. A percentage of 
66.3% presented a difference less than 0.5 m. According to the depth differences, 
the evaluation of the model can be considered acceptable. 
 
 
5. Creation of digital bathymetric maps 

5.1. Raster and contour bathymetric maps  

The final calibrated model for every region was used for the calculation of the 
depth for each pixel of every subarea. Thus, the corresponding raster map was pro-
duced (Figure 6a). The contours were designed with 1m interval because the sea-
bed alters smoothly (§2) and the specific interval illustrates with consistency the 
degree of inclination of the bottom. Indicatively, in Figure 6 the depth surface and 
the corresponding contour map of the mixed area are depicted. The same valid for 
the other two subareas.  
 

       
 (a) (b) (c) 

Figure 6. The mixed area: (a) The depth surface which was produced using the calibrated 

linear model. (b) depth contours with 1m interval produced from the depth sur-

face (c) detail from the depth contours. The "noise" in the data is evident. 
 
From Figure 6c it is obvious that the contour map contains noise. This is due to the 
small size of the pixels and since each one of them has different reflectance values, 
the model gives different depths. Furthermore, always an important factor for the 
production of depths is the reliability of the final calibrated model which most of 
the times does not give the same or about the same depth values in neighboring 
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pixels as it should in such a smoothly changing bottom. To obtain a map with use-
able information, the smoothing of the depth raster surface using low-pass filters 
(see e.g. Conzales, 1987, McCoy et al., 2002) is required and after that the smooth-
ing of the bathymetric lines (see e.g. Li, 2007) that result from the filtered surface. 
However, both methodologies require special attention during their implementation 
since very easily a wrong choice of a smoothing filter or a line smoothing algo-
rithm can eliminate not only the noise but also useful information. 
 
 
5.2 Smoothing of the depth surface and the contour lines 

The smoothing of the depth surface was performed using spatial low pass filters of 
the mean value. Various filters with different size and shape of neighborhood were 
tested, always targeting the elimination of noise. Finally the circle spatial filter was 
used (see e.g. McCoy et al. 2002), with a radius that varied from one subarea to 
another (Figure 7a). Using the smoothed surfaces fewer and clearer contours were 
created (Figures7b). 
 

       
 (a) (b) (c) 

Figure 7. The mixed area: (a) smoothed raster surface after using a circle spatial filter 

with a radius of 10 pixels, (b) contours as they come from the smoothed raster 

(c) smoothed contours after PAE K with a tolerance of 200m. 

 
These contours described the variation of depth sufficiently. However, due to their 
origin from the dense raster surface the contours had a "noisy" form and they had 
in their turn to be smoothed. For their smoothing the Polynomial Approximation 
with Exponential Kernel (PAEK) (ESRI) algorithm was used. The choice of the 
proper tolerance of the algorithm was based on the logic of conservation of each 
line's nature and the elimination of slight irregularities. Indicatively, in Figure 7 the 
mixed area's smoothed depth surface, the contours that stem from this surface and 
the smoothed contours after the application of PAEK with the corresponding toler-
ance, are depicted. According to the filtered depth surfaces in the sea grass area the 
depths vary from -1.4m to -5.5m, in the sandy area from -7.0m to -12.3m and in the 
mixed area from -2.9m to -6.8m. 
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6. Conclusions and discussion 

Despite what was said in §4.2, about the multiplicity of bands that contributes to 
overcoming the problem of heterogeneous bottom types, the reality proved differ-
ent. In this work, it is evident that the variety of the bottom cannot always be over-
come by using more than two bands, even if we keep the assumption that the water 
is clear with the same properties throughout the study area. Especially when the 
bottom is covered with sea grass the problem becomes more intense since the sea 
grass absorbs the radiation. As it was shown in §4.3 the calibration of linear model 
in the whole of the study area was not statistically proper. Thus, it was decided the 
study area to be divided into three different sub-regions. However the separation 
into regions in order an acceptable calibration of the Lyzenga model to be pro-
duced, is something that is a major disadvantage in using these methods for the 
creation of a single bathymetric map for the whole study area. Nevertheless, the 
procedure was kept on in the three different areas in order the relevant experience 
to be obtained. A significant factor that introduced uncertainty into the results, was 
the original image's quality (§2). Moreover, the process of the bands' preparation, 
depended on parameters about which the researcher had to decide, like: the size 
and location of the image samples for the application of the Hedley's method, the 
value of the dark pixel (§3) for the crude atmospheric correction, or the values of 
the statistical indices according to which the result of the stepwise regression was 
accepted or not. Another factor that influenced the results was the image's resolu-
tion. Ikonos-2 is a high resolution image. For the purpose of the specific task, this 
can be either an advantage or a disadvantage. With the high resolution, we have a 
better matching of x,y coordinates of calibration points and corresponding pixels. 
This leads to a more appropriate calibration. Furthermore, the identification of 
small marine data, which can be a problem in navigation, is possible. On the other 
hand, the high resolution of the image returns more accurately the differences of 
the seabed. These differences however, apart from affecting the performance of the 
model, are quite intense and create a very dense raster surface with abrupt changes 
in depth from pixel to pixel. This necessarily, leads us to use smoothing filters for 
the raster surface. At this part of the process, the difficulty of choosing the appro-
priate spatial filter comes in, since the filter must return, as much as possible, the 
reality without deletions of useful information. Without a selection rule, the filter 
must be chosen with care and after many tests, while the researcher must be famil-
iar with the phenomenon which is being smoothed.  
In conclusion, the procedure for calculating depths, as seen from the literature (§1) 
is a fast and successful one, according to many researchers. The great advantage is 
that through the multispectral bathymetry very fast and relatively inexpensively 
depths at many points can be simultaneously calculated. At the same time, the cali-
bration of the linear depth model or another model (e.g. Stumpf et al, 2003) needs 
few points of known depth, whose number is much less than the number which 
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should be measured for a classical bathymetric mapping. However, it is obvious 
that such a methodology is quite unstable, since many uncertainty factors are in-
volved, acting with different weight in the individual conditions of each study area 
and influencing the calculation of accurate depths as well as their final digital car-
tographic exploitation. 
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